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Discourse Mechanisms of the AutoTutor family

• AutoTutor doesn’t lecture.  Instead, it gets the student to talk and do 

following the principles of active, constructive, interactive learning.

• Expectation and misconception tailored dialog.

• Important AutoTutor dialogue moves are:

• deep questions, pumps, hints, prompts for a specific answer, requests for summaries, 

feedback, corrections.  

• It may take dozens of turns to covering an answer to a deep reasoning 

question or a difficult problem to solve.  



ChatGPT arrived 1 year ago

• How can ChatGPT and other Large Language Models help us build 

adaptive, intelligent learning companions?

• ChatGPT generates information in response to a prompt                                

(e.g., question, request).  It delivers information very impressively.  

• ChatGPT has no model of what the student knows so it does not 

systematically participate in multi-turn conversation threads.

• Can clever prompt engineering emulate conversations that help 

students learn in spite of ChatGPT’s limitations?

• What is the half-life of a coherent conversation with ChatGPT as a 

tutor?
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Ruffle&Riley

A step towards automated and domain-independent conversational ITSs

• Generates tutoring workflow automatically around existing content

• Free-form conversational tutoring in learning-by-teaching format

• Two LLM-based agents with the roles of student and professor

• Uses Expectation Misconception Tailoring (EMT) to structure dialogs

Paper Link



Ruffle&Riley: Architecture
Employ GPT-4 for tutoring script generation and orchestration

System Architecture



Ruffle&Riley: User Interface

User Interface

Misconcept.

Correction

On demand

assistance

Intelligent

Feedback 
Free-form

dialog

Pre-existing

textbook content



Xiangen Hu’s Socratic Playground for Learning

• Prompt engineering for 
different tutoring styles 
and pedagogies

University of Memphis and Moving 
to Hong Kong Polytechnical 
University 

http://byxm.2.vu/SPL_forum


The Playground has different resources to help students learn



Generative AI 

interactions can be 

easily presented by 

Avatars

https://forum.xiangenhu.info/workspace.html?theType=SELFREFLECTION&Company=the+University+of+Memphis%2C&iniConf=%7B%22theKC%22%3A%22Theory+and+Hypothesis%22%2C%22theAvatar%22%3A%22Default%22%2C%22theNumber%22%3A%2210%22%2C%22theTutorName%22%3A%22Kevin%22%2C%22theDomain%22%3A%22behavioral+statistics+in+psychology%22%2C%22theLang%22%3A%22English%22%2C%22theTarget%22%3A%22College+Students%22%2C%22theContext%22%3A%22Behavioral+Research%22%2C%22theUserName%22%3A%22David%22%2C%22theEnvironment%22%3A%22Department+of+Psychology+in+the+University+of+Memphis%22%7D


Research Questions for the Future

• Can clever prompt engineering emulate conversations 

that help students learn in spite of ChatGPT’s 

limitations (e.g., no student model)?

• What is the half-life of a coherent conversation with 

ChatGPT as a tutor?

• Is ChatGPT more useful for training students for 

inquiry learning and self-regulated learning?



Thank you!

graesser@memphis.edu

mailto:graesser@memphis.edu
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